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From "Large-Scale Deep Learning with TensorFlow," Jeff Dean – https://youtu.be/vzoe2G5g-w4
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TensorFlow: Dataflow Graphs for Machine Learning

Using dataflow graphs to represent computation.

MatMul  
(Matrix Multiplication)

AddB (Bias)

W (Weight)

X

Dataflow graph for a linear model (WX+B)
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TensorFlow: Dataflow Graphs for Machine Learning

Using dataflow graphs to represent computation.

MatMul  
(Matrix Multiplication)

AddB (Bias)

W (Weight)

X

Dataflow graph for a linear model (WX+B)

nodes = operations 
e.g., mathematical functions,  
constants (initializing values), 
summaries (logging data)

edges = data
multi-dimensional array (tensors)
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zeros = tf.zeros([784, 10])  
W = tf.Variable(zeros, name='weights')  
tf.histogram_summary('weights', W)  

High-level Program Low-level Dataflow Graph
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W = tf.Variable(zeros, name='weights')  
tf.histogram_summary('weights', W)  

High-level Program Low-level Dataflow Graph

Easy to implement models that supports distributed computation,  
various kinds of devices, and variety of learning algorithms.
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zeros = tf.zeros([784, 10])  
W = tf.Variable(zeros, name='weights')  
tf.histogram_summary('weights', W)  

High-level Program Low-level Dataflow Graph

Understanding the graph structure  
from the code can be challenging!

Easy to implement models that supports distributed computation,  
various kinds of devices, and variety of learning algorithms.
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Typical hand-drawn diagram of a network by a researcher at Google

Model developers use diagrams to understand and share  
high-level structures of their models.
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Typical hand-drawn diagram of a network by a researcher at Google

Model developers use diagrams to understand and share  
high-level structures of their models.

Convolution + Max Pooling + Relu Fully Connected Layers Softmax
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Automatic tool to visualize the model structure?

Typical hand-drawn diagram of a network by a researcher at Google

Model developers use diagrams to understand and share  
high-level structures of their models.

Convolution + Max Pooling + Relu Fully Connected Layers Softmax
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=

Sugiyama-style flow layout of a linear model (WX+B)

Standard graph drawing tools  
produce cluttered layouts
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=

Sugiyama-style flow layout of a linear model (WX+B)

Standard graph drawing tools  
produce cluttered layouts

TensorFlow's "Hello World"!
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=

Sugiyama-style flow layout of a convolution network

Standard graph drawing tools  
produce cluttered layouts
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Graph Visualizer

Help TensorFlow developers understand  
and inspect the structure of their models
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Graph Visualizer

Low-level 
Dataflow Graph

High-level  
Interactive Diagram

Graph  
Transformations



TensorFlow Graph 
Visualizer  

Visualizing Dataflow Graphs 
of Deep Learning Models  

in TensorFlow
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Introduction 

Explore a Convolutional Network 

Transformation Strategies 

Usage Pattern & Feedback

TensorFlow Graph 
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of Deep Learning Models  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A dataflow for 
training a convolution network  

for image classification

12

Network

Images

Cat / Dog ?
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Main Graph Auxiliary Nodes



13

Main Graph Auxiliary Nodes
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Main Graph Auxiliary NodesTensorBoard has many kinds of visualizations 
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Main Graph Auxiliary NodesTensorBoard has many kinds of visualizations 
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Main Graph Auxiliary NodesThis Talk =  
Graph Visualization
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Main Graph Auxiliary NodesThis Talk =  
Graph Visualization
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Main Graph Auxiliary Nodes
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Main Graph Auxiliary Nodes
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Main Graph Auxiliary Nodes

Main Graph 
Core computation flow
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Main Graph Auxiliary Nodes

Auxiliary Nodes 
less important operations 
that are extracted from  
the main graph

Main Graph 
Core computation flow
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Main Graph Auxiliary Nodes

Main Graph 
Core computation flow



17

Flow  
Direction

Main Graph Auxiliary Nodes
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Flow  
Direction

Main Graph Auxiliary Nodes
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Flow  
Direction

Main Graph Auxiliary Nodes

Input 
Processing
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Flow  
Direction

Main Graph Auxiliary Nodes

Input 
Processing

Produce 
Higher-level 

Features
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Flow  
Direction

Main Graph Auxiliary Nodes

Input 
Processing

Produce 
Higher-level 

Features

Prediction
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Modules 
Group of operations that 
perform certain functions
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Modules 
Group of operations that 
perform certain functions
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Modules 
Group of operations that 
perform certain functions

Individual 
Operations
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Reading input 
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Reading input 
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Reading input 

Apply image processing 
(produce additional data)
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randomize contrast

randomize brightness

randomly cropping
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randomize contrast

randomize brightness

randomly cropping
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shuffle images 
into batches



24
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into batches
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shuffle images 
into batches

Data become 
larger batches



25



25



26

Neural 
Network 

Layers
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Neural 
Network 

Layers



27

Two Identical 
Convolution Layers 

Use shared parameters to 
make higher-level features
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Two Identical 
Convolution Layers 

Use shared parameters to 
make higher-level features



28

Proxies for 
links to extracted nodes
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Proxies for 
links to extracted nodes
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2D Convolution
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2D Convolution

Add
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2D Convolution

Add

Rectified Linear Unit 
(convert linear input 
to nonlinear output)
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Normalization  
(reduce overfitting) 

Max-pooling  
(Downsample layer size)
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Normalization  
(reduce overfitting) 

Max-pooling  
(Downsample layer size)
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Fully Connected Layers 
(High-level reasoning)
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Fully Connected Layers 
(High-level reasoning)
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A fully connected layer 
uses matrix multiplication 
instead of convolution
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Softmax Regression 
(make prediction)



39

Softmax Regression 
(make prediction)

Cross Entropy 
(objective function)
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Softmax Regression 
(make prediction)

Cross Entropy 
(objective function)

Labels  
for 

Training
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Strategy 1.  Extract Less Important Nodes

Related: Dunne & Shneiderman 2013, Van Ham & Wattenberg 2008



Extract Less Important Nodes

42

Some operations are common, but do not help distinguish different models.



Extract Less Important Nodes
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weights/Assign weights/read

zeros weights

HistogramSummary

Some operations are common, but do not help distinguish different models.
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weights/Assign weights/read
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HistogramSummary

A constant operation. 
(considered as a parameter)

Some operations are common, but do not help distinguish different models.



Extract Less Important Nodes

42

weights/Assign weights/read

zeros weights

HistogramSummary

A constant operation. 
(considered as a parameter)

Some operations are common, but do not help distinguish different models.

Summary operations. 
(for logging data)



Extract Less Important Nodes
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weights/Assign weights/read
zeros

weights

HistogramSummary Summary operations. 
(for logging data)

Some operations are common, but do not help distinguish different models.



Extract Less Important Nodes
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weights/Assign weights/read
zeros

weights

HistogramSummary

Some operations are common, but do not help distinguish different models.



Extract Less Important Nodes
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weights/Assign weights/read
zeros

weights

HistogramSummary

Constants and summaries always connect to only one other operations. 
Extracting them do not change path between other nodes

Some operations are common, but do not help distinguish different models.
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Strategy 2.  Build a Hierarchical Clustered Graph

Related: Archambault et al. 2008,  Gansner et al. 2005, Balzer et al. 2007



How do we group the nodes?
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Let Users Specify Hierarchy to Group Nodes
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Let Users Specify Hierarchy to Group Nodes

47

zeros HistogramSummary
weights/Assign

weights

weights/read

W = tf.Variable(zeros, name='weights')

User can give nodes  
a directory-like namespace 
(originally for non-visual debugging)
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zeros HistogramSummary
weights/Assign

weights

weights/read

W = tf.Variable(zeros, name='weights')

User can give nodes  
a directory-like namespace 
(originally for non-visual debugging)



Let Users Specify Hierarchy to Group Nodes
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Assign

(weights)

weights
read
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48

zeros HistogramSummary
Assign

(weights)

weights
read

Names are optional but easy to add.



Let Users Specify Hierarchy to Group Nodes

48

zeros HistogramSummary
Assign

(weights)

weights
read

Names are optional but easy to add.
Plus, users already used names with non-visual debugging tools.



zeros HistogramSummary
Assign

(weights)

49

train

Bundle All Edges between Groups

read

weights
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Train to Weights
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Faster Layout Calculation 
(recursively calculate  
layout for each group)

Bundle All Edges from 
Train to Weights



zeros HistogramSummary
Assign

(weights)

50

train

Bundle All Edges between Groups

read

weights

Faster Layout Calculation 
(recursively calculate  
layout for each group)

Make layout stable  
on expansion

Bundle All Edges from 
Train to Weights



zeros HistogramSummary
Assign

(weights)

50

train

Bundle All Edges between Groups

read

weights

Faster Layout Calculation 
(recursively calculate  
layout for each group)

Reduce edge crossing

Make layout stable  
on expansion

Bundle All Edges from 
Train to Weights
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High-degree nodes at the end (and start) connect to all core layers.

Error Reporting

Gradients

State Saving
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Strategy 1.  Extract Less Important Nodes
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Strategy 1.  Extract Less Important Nodes & Groups



High-degree nodes at the end (and start) connect to all core layers.

Error Reporting

Gradients

State Saving
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Extract nodes with  
high in-degree at the end (sinks) & 
high out-degree at the start (sources) 
to the right

Error  
Reporting

Save

Gradients
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Extract nodes with  
high in-degree at the end (sinks) & 
high out-degree at the start (sources) 
to the right

Error  
Reporting

Save

Gradients
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Extract nodes with  
high in-degree at the end (sinks) & 
high out-degree at the start (sources) 
to the right

Error  
Reporting

Save

Gradients

Use proxy icons to represent links 
to extracted nodes. 
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Users can add nodes  
back to the main graph  
or extract more nodes
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Users can add nodes  
back to the main graph  
or extract more nodes
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Feedback Sources

1) Structured questionnaire for internal users at Google  

2) Mailing list conversations 

3) Public feedback from online articles 
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Usage Pattern: Inspecting New Models
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Usage Pattern: Inspecting New Models

"Understand what my code actually produced.  
We had layers of functions and configs…  
it’s good to verify that  we got what we intended”
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Usage Pattern: Inspecting New Models

"Understand what my code actually produced.  
We had layers of functions and configs…  
it’s good to verify that  we got what we intended”

“Find the name of a tensor so that I could do further exploration  
(like seeing the evolution of a particular input)”
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Usage Pattern: Using Screenshot to Explain Models

TensorFlow's Official Tutorials
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Usage Pattern: Using Screenshot to Explain Models

3rd Party Articles StackOverFlow Questions



Many users iteratively rename until the visualization match their 
mental model, especially when sharing with others.
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Usage Pattern: Rename Nodes to Improve Visualization



Many users iteratively rename until the visualization match their 
mental model, especially when sharing with others.
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Usage Pattern: Rename Nodes to Improve Visualization



Public Feedback:  
Model Visualization is a key feature of TensorFlow
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Public Feedback:  
Model Visualization is a key feature of TensorFlow

"One of the main lacking areas of almost all open source Machine 
Learning packages, was the ability to visualize model and follow the 
computation pipeline" – Quora  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Public Feedback:  
Model Visualization is a key feature of TensorFlow

"One of the main lacking areas of almost all open source Machine 
Learning packages, was the ability to visualize model and follow the 
computation pipeline" – Quora  

"We believe visualization is really fundamental to the creative process 
and our ability to develop better models. So, visualization tools like 
TensorBoard are a great step in the right direction." – Indico
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Main Graph Auxiliary Nodes
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Main Graph Auxiliary Nodes
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Low-level 
Dataflow Graph

Interactive  
Diagram

Build a  
Clustered Graph  

&  
Extract Less 

Important Nodes



Visualization can play many important roles for machine learning
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https://github.com/tensorflow/tensorboard
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https://github.com/tensorflow/tensorboard
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